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Dissonance Between Human and Machine Understanding
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Complex machine learning models are deployed in several critical domains including healthcare and au-
tonomous vehicles nowadays, albeit as functional blackboxes. Consequently, there has been a recent surge in
interpreting decisions of such complex models in order to explain their actions to humans. Models which
correspond to human interpretation of a task are more desirable in certain contexts and can help attribute
liability, build trust, expose biases and in turn build better models. It is therefore crucial to understand how and
which models conform to human understanding of tasks. In this paper we present a large-scale crowdsourcing
study that reveals and quantifies the dissonance between human and machine understanding, through the
lens of an image classification task.

In particular, we seek to answer the following questions: Which (well performing) complex ML models
are closer to humans in their use of features to make accurate predictions? How does task difficulty affect
the feature selection capability of machines in comparison to humans? Are humans consistently better at
selecting features that make image recognition more accurate? Our findings have important implications on
human-machine collaboration, considering that a long term goal in the field of artificial intelligence is to make
machines capable of learning and reasoning like humans.
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1 INTRODUCTION
For several decades researchers have attempted to build machine learning models that can elicit
higher-order human behaviour and thinking [31]. Recent advances in computational capabilities of
machines alongside advances in algorithmic intelligence, have surpassed expectations and resulted
in staggering feats such as ‘AlphaGo’ defeating a world champion in the game of Go using deep
neural networks [56, 57].
With all the perceived superiority of machines in decision making, arising partly from their

computational prowess, we are interested in the question, “Do machines think like humans?.” At the
same time, it is worthy to note that humans are very good at dealing with abstract and subjective
tasks, notions that machines struggle to model and cope with. This raises the question of whether
humans are consistently better decision makers in tasks they are naturally suited to.
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Understanding these broad questions are crucial in building machine learning systems [66] and
guiding interpretable system design [51]. More so, with the focus on algorithmic transparency
where it is paramount to understand the rationale behind the decision towards building trust in the
system [21]. Intelligent machines have now become an integral part of our everyday lives, where
the interaction, collaboration and cooperation between a human and an intelligent machine shapes
various aspects of our society [73]. Recent technological advances have led to the growing popularity
of a variety of such systems, ranging from voice-based conversational assistants that facilitate and
support everyday social interactions [45, 65], mobile health (mHealth) applications which have
been proposed to transform healthcare and for health promotion [60], to pervasive recommender
systems which support online and offline activities of humans with growing regularity.

There has been plenty of interest in the machine learning community towards making machines
more understandable to humans, studied under interpretability of machine learning models [10, 26].
One line of work focuses on building systems that are interpretable by design or whose decision
process can be unambiguously explained. On the other hand there have been approaches that
provide post-hoc explanations to already trained models [37, 49].

To the best of our knowledge most prior work focuses largely on faithfully explaining a trained
machine learning model. However little work has been done on answering the question how
human-like is the machine behaving. A general consensus across research communities suggests
that machines which can reason or act more congruently with human expectations can create
more seamless solutions for collaboration and cooperation with humans in socio-technological
systems. We aim to fill this knowledge gap by enhancing the current comprehension of “dissonance
between human and machine understanding.” By doing so, we make important strides in CSCW
and HCI towards building machines which are more congruent with human expectations.
In this paper we focus on dissonance with respect to a task that is natural to humans – image
recognition [30]. Our choice of task is further motivated by recent machine learning models in
image classification that have reached near-human performance [61, 62]. Specifically, we focus
on two scenarios of human decision making central to the image recognition task – selection of
important parts of an image that make an object detectable in the image, and identification or
recognition of an object. The scope of this work is guided by the following research questions:

� RQ#1: How do humans compare to machines in selecting important features/segments
for the image classification task?
� RQ#2: What factors influence the accuracy of humans in an image recognition task?

Task in a Nutshell. Towards answering these questions we employed a novel two stage crowd
sourcing approach (over 7000 HITs – human intelligence tasks) based on a consistent explanation
space to gather a collective understanding of human and machine behaviour.

As a contextual grounding for our proposed approach to this problem, we base our task design
on Biederman’s theory for image understanding [6]. The author proposed a bottom-up process,
called recognition-by-components to explain object recognition. Biederman showed that humans
recognise objects by separating them into the object’s main component parts. Inspired by this, we
choose image super pixels as the space of input features over which we gather selection information
from both humans and neural network models. In the first task we ask humans to select relevant
segments of an image given an object (in the image)/label that needs to be recognised. This gives us
human ‘reasons’ whereas the SHAP [37] interpretability approach allows us to identify the input
image segment attribution for a given decision (classified image) by a neural network. By gathering
human judgements and machine explanations on the same set of segments we can directly analyse
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and quantify differences in reasoning which has been relatively unexplored in the literature. In
the second task, we present segments of a given image one at a time to human assessors, in a
decreasing order of importance determined by humans or NN models, asking them to identify the
object. In doing so, we compare the dissonance between human selection versus machine selection
based on the number of segments revealed towards eliciting the correct guess (i.e., the accurate
class label pertaining to the given image).

(a) Original segmented image.

(b) HUMAN (c) Inception (d) ResNet (e) VGG

Fig. 1. An example of a segmented image from the ‘kimono’ class (1a) as displayed to humans in Task-1,

and 5 of the most discriminative segments uncovered in Task-2 (1b, 1c, 1d, 1e), according to the ordering

based on humans (HUMAN) and machines (Inception, ResNet, VGG). Humans considered the segments

corresponding to the kimono itself to be most discriminative in recognizing the kimono, while the neural

networks also picked contextual features such as the faces and hands of the women wearing the kimonos.

Key findings and outcomes. A key tangible outcome is a dataset of 300 images annotated by
377 workers and 7000 HITS that we also release. Previous works have shown how human domain
understanding can be utilized in building effective machine learning models [51, 66]. On its own, to
the best of our knowledge, this is largest dataset to be used for evaluation of interpretability for the
image classification task. To ensure replicability of data collection using our tasks, the instructions
for all tasks will be released along with the complete dataset1.

From a findings perspective, we found that neural network (NN) models that are close to human
selection patterns tend to generalise well. This has key implications on the utility of our data set
towards machine learning (ML) model design. That said, our results suggest that humans do not
always select the most discriminatory segments for recognition. For example, in Figure 1, we report
the first 5 discriminative segments as perceived by humans and other ML models. Interestingly, we
find that the Inception and ResNet focus on more human understandable features responsible for
faster human prediction. We find that some ML models outperform humans in 25% more images.
On closer examination we find that this can be attributed in part to the inability of humans to
1URL removed to maintain anonymity during the review process.
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e�ectively choose good features from the context information that is vital for quick recognition
by the crowd. Humans may potentially use more context in their decision making process than
they attribute to it. Further experiments are required to fully understand this. We also use the data
generated by our tasks to characterise the performance of the state-of-the-art neural networks that
we chose in our study. Speci�cally, we �nd that while deeper networks tend to generalise better
and choose more important features, they are less e�ective on di�cult images. On the contrary,
wide and over-parameterized networks tend to be robust in spite of being markedly di�erent from
human intuition.

Our work aims to foster research on understanding how trust manifests, builds and evolves
between humans and machines, as a result of measuring the congruence of machines with human
expectations. This lies at the core of HCI research, and we aim to bridge the gap between the
machine learning, AI communities with the CSCW community through our work. AI research is
advancing at a rapid rate and has already led to society being impacted directly through facial
recognition, drones, medical decision making and information prioritization.

2 BACKGROUND AND RELATED WORK

Researchers in the CSCW and HCI communities have shed light on the unintended consequences
of algorithms and machine learning models that can have a societal impact that is unanticipated
by their creators [7, 42]. Others have also re�ected on the bene�ts that machine learning models
can o�er to the society at large by supporting human decision-making [3, 25, 27]. Several machine
learning models mediate our social, cultural, economic and political interactions in today's world
[47]. Therefore, understanding these models and how congruent they are with human expectations
is of paramount importance, so as to control their actions, enjoy their bene�ts and mitigate their
harms. For example, online pricing models have been shown to shape the cost of products di�erently
to di�erent customers [20]. Understanding the full breadth of societal e�ects that machines can have
becomes more complex in hybrid systems composed of many humans and machines interacting;
demonstrating collective behaviour [55]. In a recently laid out HCI research agenda, authors
re�ected on how a lot of work in the AI and ML communities tends to su�er from a lack of
usability, practical interpretability and e�cacy on real users, calling the HCI community to take
the lead to ensure that new intelligent systems and ML models are transparent from the ground
up, and congruent to human expectations [1]. In this paper, we aim to bridge the knowledge gap
in understanding how congruent machine learning models are with the expectations of humans
in image classi�cation tasks, where machine learning models have been shown to be on par with
human performance. Our �ndings have direct implications on HCI and CSCW research that aims
to understand how humans and machines di�er in their decision-making. We make a foundational
contribution towards studying the decision-making processes of humans and machines, attempting
to understand how and where they di�er.

We discuss related literature in four broad realms � (1) work on algorithmic transparency by using
explanations understandable to humans, (2) methodological approaches in model interpretability, (3)
neuroscience approaches that explore the `humans versus machines' context in object recognition,
and (4) theories on human understanding.

2.1 Algorithmic Transparency and Explanations

Today's world is characterised by an increasing dependency on algorithmic decision-making
systems [72]. Since these systems augment our everyday lives, recent CSCW and HCI research has
re�ected upon the importance for people to understand them better [1]. As described by Rader
et al., algorithmic transparency involves encountering non-obvious information that is typically
di�cult for the user of a system to learn and experience directly, abouthow andwhy a system
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works the way it does andwhat this means for the system's outputs [46]. Several recommender
systems provide explanations alongside their recommendations with an aim to be more persuasive,
ensuring that the system's goals are served [5]. Explanations in such contexts present a user
with information regarding how and why the system produced a given recommendation. Prior
works have focused on various attributes of explanations; cognitive �t [18], content type [19], data
sources [43], and modality [40]. In other work, authors classi�ed explanations into `black box' and
`white box' descriptions [13]. `Black box' explanations provide justi�cations for the outcomes of a
system but do not disclose and discuss how the system works [68]. On the other hand, `white box'
explanations delve into the inputs and outputs of a system and the steps taken through the course
of arriving at particular outcomes [64]. Recent work by Binns et al. argued that there may be no
`best' approach to explaining algorithmic decisions [7].

A signi�cant amount of prior work has focused on the importance and e�ects of algorithmic
transparency and the role of explanations to help human users comprehend the functioning of
intelligent machines better. This includes work from the CSCW community on algorithmic fairness
in the sharing economy [34], and algorithmic mediation in group decisions [33]. However, few
works have juxtaposed human understanding with that of machines. In this paper, we aim to �ll
this gap by studying the dissonance between human and machine understanding.

2.2 Interpretability in Machine Learning

Unlike work on creating explanations it's important to note that there's a di�erence between
explaining why a system behaves a certain way andinterpreting a model. Interpretable models can
be categorised into two broad classes:model introspectiveandmodel agnostic. Model introspection
refers to �interpretable� models, such as decision trees, rules [35], additive models [8] and attention-
based networks [70]. Instead of supporting models that are functionally black-boxes, such as an
arbitrary neural network or random forests with thousands of trees, these approaches use models
in which there is the possibility of meaningfully inspecting model components directly, e.g. a path
in a decision tree, a single rule, or the weight of a speci�c feature in a linear model.

Model agnostic approaches on the other hand extract post-hoc explanations by treating the
original model as a black box either by learning from the output of the black box model, or
perturbing the inputs, or both [28, 50]. Model agnostic interpretability is of two types: local and
global.Local interpretabilityrefers to the explanations used to describe a single decision of the
model. There are also other notions of interpretability, and for a more comprehensive description
of the approaches we point the readers to [36].

Local Interpretability can be model agnostic or introspective. In the model agnostic case like
in [50], a simple linear model is trained to explain a single data by perturbing the data point
systematically and labelling the new synthetic data using the model.

More recently, Lunderberg and Lee [37] introduced their model introspective approach, also
known as SHAP, which utilizes the classical Shapley value estimation method from cooperative
game theory. In essence, SHAP generates feature importance values for a given decision over
a pre-trained model by propagating di�erences in activation to the expected value through the
network. In this work, we use SHAP scores over the image segments (that we consider as features
in our setting) to compute feature importance in Task-2.

2.3 Humans versus Machines : Neuroscience Approaches

Our work in this paper is not the �rst attempt to study how humans and arti�cial neural network
(NN) models di�er in the way they perceive objects. Afraz et al. proposed falsi�able, predictive
models that account for neural encoding and decoding processes that underlie visual object recog-
nition [2]. With an aim to better understand neural encoding in the higher areas of the ventral
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stream2 of human brains, Yamins et al. used computational techniques to identify a NN model that
matches human performance on an object categorisation task [71]. Authors found that the model
was highly predictive of neural responses in both the V4 cortex and the inferior temporal cortex,
the top two layers of ventral visual hierarchy in humans. Schrimpf et al. proposedBrain-Score,
a composite of several neural and behavioural benchmarks that score a neural network on how
similar it is to a primate brain's mechanisms for core object recognition3 [53]. Rajalingham et al.
systematically compared speci�c neural network models with the behavioral responses of humans
and monkeys at the resolution of individual images [48]. The authors found that the NN models
which they tested, signi�cantly diverged from primate behavior.

In contrast to the aforementioned approaches that utilize fMRI's and other sensing devices to
correlate features with NN models, in this work we rely on gathering explicit feedback from humans
on their decision-making process for the task of object recognition. Although object recognition is
intuitive to humans, understanding reasons for their decisions in unobtrusive ways (for example, by
using eye tracking, fMRIs, etc.) is expensive and does not scale easily. The novelty of our work lies
in understanding dissonance between humans and machines based on instance-level �ne grained
reasoning due to our choice of task, NNs and interpretability techniques.

2.4 Human Understanding and Intuition

Cognitive scientists have proposed that much of our thinking, memory and attitudes all operate on
two levels: conscious and deliberate, and unconscious and automatic [39]. Intuition is our capacity
for immediate insight without observation or reason, i.e. thinking without conscious awareness.
Kahneman [24] argues that like the perceptual system, intuition operates through impressions and
judgements that directly re�ect impressions. In contrast, deliberate thinking is re�ective, reasoning-
like, critical, analytic and operates in the realm of conscious awareness. Intuitive judgements can of
course be overridden by a more deliberate, rational process but intuition may still a�ect subsequent
responses through priming [24].

Consequently, human decision making is based on these two levels of rationality. While even the
most tedious decisions that appear to be deliberate and well considered like market investments
or medical diagnostics involve a certain amount of intuition. Herbert Simon's theory of bounded
rationality [58] argues against the strict rationality model and states that decisions can be made
with reasonable amounts of calculation, and usingincomplete information.

With an aim to further the understanding of human-machine dissonance, we chose the machine
learning task ofimage classi�cation, since humans are known to be capable of solving image
recognition tasks with high accuracy using their intuition and deliberation. Moreover, neural
networks (NNs) have matched and surpassed human performance on many benchmarks in the
task of object recognition and are being used in various real-world applications [61, 63]. This task
also has added bene�ts from a feasibility standpoint � several trained NNs with clear descriptions
of their architecture are freely available. Interpretability techniques developed in the machine
learning community allow us to examine the decision making process of NNs. Having been studied
over several years for object recognition in particular, these interpretability techniques are now
mature. Towards this end, we involve a large number of human subjects in a crowdsourcing setting,
as described in the following section.

2The ventral stream is involved with object and visual identi�cation and recognition (cf. the two-stream hypothesis [12]).
3Core object recognitionis the ability to rapidly recognise objects despite variations in their appearance.
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3 STUDY DESIGN

3.1 Data set Description

The ImageNet data set was created to help train machine learning models classify objects in images
[9]. It consists of over a million images and 1000 classes. Each image is labelled with a single class
even if there are multiple objects in the image. Classes range from broad categories like `minivan'
to speci�c breeds of dogs like `shih-tzu '. As motivated by prior work, creating ground truth data
for evaluation using human input and intuition is often an expensive process when scaled [23].
This is indeed the case for industry-sized data sets such as ImageNet [29]. Moreover, to study the
research questions posed earlier we are not constrained by a need for a very large data set. Thus,
we selected 50 classes out of 1000 and sampled 6 images at random from each class to create a data
set of 300 images. Additionally we also ensure that all chosen images are classi�ed correctly by the
models we consider.

We solicited the aid of 3 researchers in our university to select these 50 classes pro bono. We
only showed them the full list of classes (not the images). We de�ned selection criteria based on
the scope of our research as follows:

� Familiar : the class should be familiar to all the annotators, i.e., all annotators should know what
exactly the selected class of objects refers to. This criteria was added to help select classes that
most people would recognise and reduce undue e�ort from crowd workers.

� Unambiguous : the class should have only one clear connotation for the given object. For instance,
the classc̀rane' can refer to either the machine or the animal, and is thereby ambiguous.

� Non-speci�c : the class should not be a specialisation or a potential sub-class of another class in
ImageNet. If it is then neither class can be selected. For example, the classes `cat ' and P̀ersian
cat '. Since crowd workers are not experts in identifying various �ne-grained classes of objects,
we cannot expect them to be able to identify features pertaining to a very speci�c class whereas
the ML models are exposed to all classes in training.

Apart from this, we also gathered annotations based on whether the annotators believed that it
would be easy to identify objects from the selected class in a given image. We marked classes as
di�cult to identify if at least one annotator indicated so. From this process we ended up with 28
easyclasses and 22di�cult classes. Finally, we considered the �rst 50 classes that the annotators
completely agreed on according to the criteria.

3.2 Neural Networks for Object Classification

We employed three neural networks in our experiments � VGG19 [59], Inception-ResNet-V2 [61]
and Inception-V3 [63]. These are state-of-the-art models that report high accuracy and human-level
performance on the ImageNet data set. Furthermore, they di�er in key areas of their network
architecture which is discussed below.

First released in 2014, VGG19 won the �rst and second prize of ILSVRC (ImageNet) localisation
and classi�cation challenges. It has 16 convolution layers and 3 fully connected layers that made
it one of the deepest NN architectures at the time. They report a 74.5% Top-1 accuracy on the
validation data of ILSVRC2012 [9] contest. The number of parameters (143,667,240) of VGG19 is
the highest among the three models chosen in this work.

Inception-V3 is an improved version of the original GoogLeNet [62]. They introduced concate-
nated pooling layers and showed that breaking down the large convolution kernels into several
small ones signi�cantly improved the performance as well as reducing the number of parameters.
The number of parameters (23,851,784) is the smallest among the three models chosen, and the
Top-1 accuracy reported is 78.8%.
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